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Abstract. Let G be a real algebraic semi-simple Lie group and 0 be the fundamental group
of a closed negatively curved manifold. In this article we study the limit cone, introduced
by Benoist [Propriétés asymptotiques des groupes linéaires. Geom. Funct. Anal. 7(1)
(1997), 1–47], and the growth indicator function, introduced by Quint [Divergence
exponentielle des sous-groupes discrets en rang supérieur. Comment. Math. Helv. 77
(2002), 503–608], for a class of representations ⇢ : 0 ! G admitting an equivariant map
from @0 to the Furstenberg boundary of the symmetric space of G, together with a
transversality condition. We then study how these objects vary with the representation.
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1. Introduction
Consider a discrete subgroup of isometries 0 of a negatively curved space X. The
exponential growth rate

lim sup
s!1

log #{� 2 0 : d(o, � o)  s}
s

plays a crucial role in understanding the asymptotic properties of the group 0. In nice
situations this exponential growth rate coincides with the topological entropy of the
geodesic flow on 0\X on its non-wandering set and with the Hausdorff dimension of the
limit set of 0 on the visual boundary of X. Recall the work of Margulis [15], Patterson [16]
and Sullivan [25], to name just a few.
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An important difference appears when one considers higher rank geometry. Let us
briefly explain the work of Benoist [4] and Quint [18].

Consider G to be a connected real semi-simple algebraic group and consider a discrete
subgroup1 of G. Let K be a maximal compact subgroup of G and ⌧ the Cartan involution
on g whose fixed point set is the Lie algebra of K . Consider p = {v 2 g : ⌧v = �v} and a,
a maximal abelian subspace contained in p.

Let 6 be the set of roots of a on g and consider a+ to be the closed Weyl chamber.
Denote 6+ as the set of positive roots associated to a+ and 5 as the set of simple roots
determined by 6+. Denote by a : G ! a+ the Cartan projection and fix some norm k k on
a, invariant under the Weyl group.

If k k is induced by a G-invariant Riemannian distance on X (the symmetric space of G)
then k k is Euclidean and ka(g)k is the distance between o and g · o for some o 2 X. If
k k is not Euclidean then ka(g)k can still be interpreted as d(o, g · o) for some G-invariant
Finsler metric on X. Hence, one is interested in the exponential growth rate

hk k
1 := lim sup

s!1
log #{g 21 : ka(g)k  s}

s
.

Nevertheless, the space a being higher dimensional, one can consider the directions in
a+ where the points {a(g) : g 21} are. Benoist [4] has shown that the asymptotic cone of
{a(g) : g 21}, i.e., the limit points of sequences tna(gn) where tn 2 R goes to zero and gn

belongs to 1, coincides with the closed cone generated by the spectrum {�(g) : g 21},
where � : G ! a+ is the Jordan projection. One inclusion is trivial since

a(gn)

n
! �(g)

when n ! 1 (cf. Benoist [4]).
THEOREM 1.1. (Benoist [4]) Assume 1 is Zariski dense in G; then the asymptotic cone
generated by {a(g) : g 21} coincides with the closed cone generated by {�(g) : g 21}.
This cone is convex and has non-empty interior.

This cone is called the limit cone of 1 and denoted L1. Quint [18] is then interested
in how many elements of {a(g) : g 21} are in each direction of L1. Given an open cone
C ⇢ a+ consider the exponential growth rate

hk k
C := lim sup

s!1
log #{g 21 : a(g) 2 C with ka(g)k  s}

s
;

the growth indicator of 1 is the function  1 : a ! R [ {�1} defined as

 1(v) := kvk inf{hk k
C : C open cone with v 2 C }.

Note that  1 is homogeneous and independent of the norm k k chosen.

THEOREM 1.2. (Quint [18]) Let 1 be a Zariski dense discrete subgroup of G. Then  1
is concave and upper semi-continuous, and the set

{v 2 a :  1(v) > �1}
is the limit cone L1 of 1. The function  1 is non-negative on L1 and positive on its
interior.

Hyperconvex representations and exponential growth 987
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Quint [18] shows that the exponential growth rate for a given norm k k is then retrieved
as

sup
v2a�{0}

 1(v)

kvk = hk k
1 .

Assume for a moment that the norm k k is Euclidean. Concavity of  1 and strict
convexity of balls for k k imply that there is a unique direction ⌧ k k

1 2 L1 such that the
supremum of  ⇢/k k is realized; this direction is called the growth direction of 1 for
the norm k k. By definition the set of points in {a(g) : g 21} outside a given open cone
containing ⌧1 has exponential growth rate strictly smaller than hk k

1 .

Deciding whether the growth direction is contained in the interior of the Weyl chamber
a+ plays a role in understanding the orbital counting problem for 1, see Thirion [26].
Nevertheless, there are no known examples of Zariski dense discrete subgroups 1 such
that ⌧1 belongs to the boundary of a+.

This work consists of a deeper study of these objects for hyperconvex representations.
This notion has its origin in the work of Labourie [12].

Consider 0 to be a discrete co-compact torsion free isometry group of a negatively
curved Hadamard manifold eM and denote F = G/P , where P is a minimal parabolic
subgroup of G. The space F ⇥ F has a unique open G-orbit denoted by F (2).

Definition 1.3. A representation ⇢ : 0 ! G is hyperconvex† if it admits a Hölder
continuous ⇢-equivariant map ⇣ : @0 ! F such that whenever x, y 2 @0 are distinct the
pair (⇣(x), ⇣(y)) belongs to F (2).

The main example of a hyperconvex representation is the following. Consider6 to be a
closed orientable surface of genus g � 2 and say that a representation ⇡1(6) ! PSL(d, R)

is Fuchsian if it factors as

⇡1(6) ! PSL(2, R) ! PSL(d, R),

where PSL(2, R) ! PSL(d, R) is the irreducible linear action of PSL(2, R) on Rd (unique
modulo conjugation by PSL(d, R)) and ⇡1(6) ! PSL(2, R) is discrete and faithful. A
Hitchin component of PSL(d, R) is a connected component of

hom(⇡1(6), PSL(d, R)) = {morphisms ⇢ : ⇡1(6) ! PSL(d, R)}
containing a Fuchsian representation.

THEOREM. (Labourie [12]) A representation in a Hitchin component of PSL(d, R) is
hyperconvex.

In this work we begin by showing the following property of the limit cone of a
hyperconvex representation.

PROPOSITION. (See Corollary 3.13 for the proof) Consider ⇢ : 0 ! G to be a Zariski
dense hyperconvex representation. Then the limit cone L⇢(0) is contained in the interior
of the Weyl chamber a+.

† Note that this is slightly different from Labourie’s [12] terminology.
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Recall that L1 is by definition closed, so the statement of the last proposition is stronger
than ‘�(⇢� ) belongs to the interior of the Weyl chamber for every � 2 0’.

The last proposition, together with [23, Theorem C], imply directly the following
precise counting result. For g in PGL(d, R) denote by �1(g) � �2(g) · · · � �d(g) the
logarithm of the modulus of the eigenvalues (counted with multiplicity) of a lift eg 2
GL(d, R) of g, with determinant in {�1, 1}.
COROLLARY. Let ⇢ : 0 ! PGL(d, R) be a Zariski dense hyperconvex representation, and
fix some i 2 {1, . . . , d � 1}. Then there exists some positive h = hi such that

hte�ht #{[� ] 2 [0] : �i (⇢� ) � �i+1(⇢� )  t} ! 1

when t ! 1, where [� ] is the conjugacy class of � .

Concerning the growth indicator function, we show the following theorem inspired on
the work of Quint [20] for Schottky groups of G. We will say that  ⇢(0) has vertical
tangent at some point x if, for every ' 2 a⇤ such that ' �  ⇢(0), one has '(x) >  ⇢(0)(x).

THEOREM A. (See Corollary 4.9 for the proof) Let ⇢ : 0 ! G be a Zariski dense hyper-
convex representation. Then the growth indicator  ⇢(0) : a ! R is strictly concave,
analytic on the interior of L⇢(0) and has vertical tangent on its boundary.

Fix some hyperconvex representation ⇢ : 0 ! G and denote  ⇢ as its growth indicator.
Since  ⇢ is strictly concave, the uniqueness of a growth direction for ⇢(0) (for a given
norm k k) is guaranteed, even if k k is not Euclidean. Moreover, this direction belongs to
the interior of the limit cone of ⇢(0).

In order to prove Theorem A we use dual objects associated to L⇢ and  ⇢ . If a linear
functional ' 2 a⇤ verifies ' �  ⇢ then

k'k = sup
v:kvk=1

'(v) � sup
kvk=1

 ⇢(v) = hk k
⇢ .

One is then led to consider the set

D⇢ = {' 2 a⇤ : ' �  ⇢}.
This set is a subset of the dual cone L ⇤

⇢ = {' 2 a⇤ : '|L⇢ � 0} since  ⇢ |L⇢ � 0.

We then relate the set D⇢(0) with the thermodynamic formalism of the geodesic flow
on 0\T 1 eM . This idea is already present in the work of Quint [20]; nevertheless, the way
to find this relation is different and this method has the advantage of extending to (for
example) Hitchin representations of surface groups.

We now briefly explain this relation.
Recall that periodic orbits of the geodesic flow �t : 0\T 1 eM ! 0\T 1 eM are in

correspondence with conjugacy classes [� ] 2 [0], and recall that the pressure of some
potential f : 0\T 1 eM ! R is defined as

P( f ) = sup
⇢

h(�t , m) +
Z

f dm : m �t -invariant probability
�
,

where h(�t , m) is the metric entropy of �t with respect to the measure m. A probability
maximizing P( f ) is called an equilibrium state of f. The equilibrium state of f is unique
provided that f is Hölder continuous. See Bowen and Ruelle [10] or Proposition 2.5 below.

Hyperconvex representations and exponential growth 989
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Following Ledrappier [13], Quint [19] and [23] one finds a 0-invariant Hölder
continuous function F⇢ : T 1 eM ! a, such that

Z

[� ]
F⇢ = �(⇢� ).

We then show the following.

PROPOSITION. (See Proposition 4.7 for the proof) Let ⇢ : 0 ! G be a Zariski dense
hyperconvex representation. Then the set D⇢(0) is the set of functionals ' 2 a⇤ which
are non-negative on the limit cone and such that P(�'(F⇢))  0.

We then find the following nice dynamical interpretation of the growth indicator. For
' 2 a⇤ denote by m' the equilibrium state of �'(F⇢) : 0\T 1 eM ! R. A linear functional
' 2 a⇤ is tangent to  ⇢ at x if '(x) =  ⇢(0)(x) and ' 2 D⇢(0).

COROLLARY. (See Corollary 4.9 for the proof) Consider '0 2 a⇤ tangent to ⇢ . Then the
direction where '0 and  ⇢ are tangent is given by the vector

R
F⇢ dm'0 and the value of

 ⇢ in this vector is the metric entropy of the geodesic flow for the equilibrium state m'0

 ⇢

✓Z
F⇢ dm'0

◆
= h(�t , m'0).

In the last section of this work we study continuity properties of these objects when the
representation ⇢ varies.

Say that ⇢ : 0 ! PGL(d, R) is strictly convex if it is irreducible and admits two Hölder
continuous ⇢-equivariant maps ⇠ : @0 ! P(Rd) and ⌘ : @0 ! P(Rd⇤

), such that

⇠(x) � ker ⌘(y) = Rd

whenever x and y are distinct.

PROPOSITION. (Proposition 3.8) The functions

⇢ 7! lim sup
s!1

log #{[� ] 2 [0] : �1(⇢� )  s}
s

and

⇢ 7! lim sup
s!1

log #{[� ] 2 [0] : �1(⇢� ) � �d(⇢� )  s}
s

are continuous among strictly convex representations.

Consider a closed hyperbolic oriented surface 6 and denote by Hitchin(6, d) the
Hitchin components of the space

hom(⇡1(6), PGL(d, R))/ PGL(d, R).

Since Hitchin representations are hyperconvex and irreducible (Labourie [12]) they are, in
particular, strictly convex.

COROLLARY. The function Hitchin(6, d) ! R,

⇢ 7! lim
s!1

log #{[� ] 2 [0] : (�1 � �d)(⇢� )  s}
s

,

is continuous.
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This particular function is shown to be analytic by Pollicott and Sharp [17]. In fact,
what stops us from obtaining more regularity is that the equivariant map ⇠ : @0 ! P(Rd)

varies (only?) continuously with the representation. This is a consequence of the Anosov
property, which has been shown to hold by Guichard and Wienhard [11].

We return now to Zariski dense hyperconvex representations. We note that the work of
Guichard and Wienhard [11] implies that Zariski dense hyperconvex representations form
an open set of the space of all representations 0 ! G.

We show in Corollary 3.21 that the limit cone varies continuously with the
representation in the Hausdorff topology on compact subsets of P(a). Hence, if one fixes a
Zariski dense hyperconvex representation ⇢ and an open cone C contained in the interior
of L⇢ the cone C will remain in the interior of the limit cone of all representations nearby.
One can thus study the continuity of the growth indicator.

Consider the uniform topology on the space C(X, R) of continuous real-valued
functions on some space X.

THEOREM B. (See Theorem 5.1 for the proof) Let ⇢0 : 0 ! G be a Zariski dense
hyperconvex representation and fix some closed cone C in the interior of the limit cone
L⇢0 of ⇢0. Consider some neighborhood U of ⇢0 such that C is contained in int(L⇢) for
every ⇢ 2 U. Then the function shows that U ! C(C , R) defined by

⇢ 7!  ⇢ |C
is continuous.

We then find the following corollary.

COROLLARY. (See Corollary 5.3 for the proof) The function that associates to a Zariski
dense hyperconvex representation ⇢ the exponential growth rate hk k

⇢(0) is continuous.

2. Anosov flows and Hölder cocycles

Reparametrizations. Let X be a compact metric space, �t : X ! X a continuous flow on
X without fixed points and f : X ! R a positive continuous function. Set :X ⇥ R ! R
as

(x, t) =
Z t

0
f (�s x) ds (1)

if t is positive, and (x, t) := �(�t x, �t) if t is negative. Thus,  has the cocycle
property (x, t + s) = (�t x, s) + (x, t) for every t, s 2 R and x 2 X.

Since f > 0 and X is compact, f has a positive minimum and (x, ·) is an increasing
homeomorphism of R. We then have an inverse ↵ : X ⇥ R ! R such that

↵(x, (x, t)) = (x, ↵(x, t)) = t (2)

for every (x, t) 2 X ⇥ R.

Definition 2.1. The reparametrization of �t by f is the flow  t : X ! X defined as
 t (x) := �↵(x,t)(x). If f is Hölder continuous we shall say that  t is a Hölder
reparametrization of �t .

Hyperconvex representations and exponential growth 991
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We say that a function U : X ! R is C1 in the direction of the flow if, for every p 2 X ,
the function t 7! U (�t (p)) is of class C1 and the function

p 7! @

@t

����
t=0

U (�t (p))

is continuous. Two Hölder potentials f, g : X ! R are then said to be Livšic
cohomologous if there exists a continuous U : X ! R, C1 in the flow’s direction, such
that for all p 2 X one has

f (p) � g(p) = @

@t

����
t=0

U (�t (p)).

Remark 2.2. When two Hölder potentials f, g : X ! R⇤+ are Livšic cohomologous the
reparametrization of �t by f is conjugated to the reparametrization by g, i.e., there exists
a homeomorphism h : X ! X such that, for all p 2 X and t 2 R,

h( 
f

t p) =  
g
t (hp).

Proof. This is standard. It suffices to show the remark for f Livšic cohomologous to 1,
i.e. when Z t

0
f (�s x) ds � t = U (�t x) � U (x).

A direct computation shows h : X ! X defined as h(x) = �U (x)(x) is the desired
conjugating map. 2

If m is a �t -invariant probability measure on X and  t is the reparametrization of �t

by f, then the probability measure m0 defined by dm0/dm(·) = f (·)/m( f ) is  t -invariant.
In particular, if ⌧ is a periodic orbit of �t , then it is also periodic for  t and the new period
is Z

⌧
f =

Z p(⌧ )

0
f (�s x) ds,

where p(⌧ ) is the period of ⌧ for �t and x 2 ⌧. This relation between invariant probabilities
induces a bijection and Abramov [1] relates the corresponding metric entropies:

h( t , m0) = h(�t , m)

�Z
f dm. (3)

Denote by M�t the set of �t -invariant probability measures. The pressure of a
continuous function f : X ! R is defined as

P(�t , f ) = sup
m2M�t

h(�t , m) +
Z

X
f dm.

A probability measure m such that the supremum is attained is called an equilibrium
state of f. An equilibrium state for the potential f ⌘ 0 is called a probability measure
with maximal entropy and its entropy is called the topological entropy of �t , denoted by
htop(�t ).

LEMMA 2.3. [23, §2] Consider  t : X ! X to be the reparametrization of �t : X ! X
by f : X ! R⇤+, and assume that htop( t ) is finite. Then m 7! m0 induces a bijection
between equilibrium states of �htop( t ) f and probability measures of maximal entropy
of  t .

992 A. Sambarino
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Anosov flows. Assume from now on that X is a compact manifold and that the flow
�t : X ! X is C1 . We say that �t is Anosov if the tangent bundle of X splits as a sum of
three d�t -invariant bundles,

T X = Es � E0 � Eu,

and there exist positive constants C and c such that E0 is the direction of the flow and for
every t � 0 one has, for every v 2 Es ,

kd�tvk  Ce�ctkvk,
and, for every v 2 Eu , kd��tvk  Ce�ctkvk.

One can compute the topological entropy of a reparametrization of an Anosov flow as
the exponential growth rate of its periodic orbits.

PROPOSITION 2.4. (Bowen [8]) Let  t : X ! X be a reparametrization of an Anosov
flow. Then the topological entropy of  t is

htop( t ) = lim sup
s!1

log #{⌧ periodic : p(⌧ )  s}
s

,

where p(⌧ ) is the period of ⌧ for  t .

As shown by Bowen [9], transitive Anosov flows admit Markov partitions and thus the
ergodic theory of suspension of subshifts of finite type extends to these flows.

PROPOSITION 2.5. (Bowen and Ruelle [10]) Let �t : X ! X be a transitive Anosov flow.
Then, given a Hölder potential f : X ! R there exists a unique equilibrium state for f.

PROPOSITION 2.6. (Cf. Ruelle [22] and Ratner [21]) Let �t : X ! X be a transitive
Anosov flow and let f, g : X ! R be Hölder continuous. Then the function t 7! P( f � tg)

is analytic and
@P( f � tg)

@t

����
t=0

= �
Z

g dm f ,

where m f is the equilibrium state of f . If
R

g dm f = 0 and

@2 P( f � tg)

@t2

����
t=0

= 0,

then g is cohomologous to zero. Thus, if g is not cohomologically trivial and
R

g dm f = 0,
then t 7! P( f � tg) is strictly convex.

We will need the following lemma of Ledrappier [13].
LEMMA 2.7. (Ledrappier [13, p. 106]) Consider some potential f : X ! R such thatR
⌧ f � 0 for every periodic orbit ⌧. If the number

h := lim sup
s!1

log #{⌧ periodic : R⌧ f  s}
s

belongs to (0, 1) then P(�h f ) = 0. Conversely, if P(�s0 f ) = 0 for some s0 2 (0, 1)

then

s0 = lim sup
s!1

log #{⌧ periodic : R⌧ f  s}
s

= h.

Hyperconvex representations and exponential growth 993
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If this is the case,

0 < inf
⌧ periodic

1
p(⌧ )

Z

⌧
f  sup

⌧ periodic

1
p(⌧ )

Z

⌧
f < 1.

Hölder cocycles on @0. Let 0 be a discrete co-compact torsion free isometry group
of a negatively curved complete simply connected manifold eM . The group 0 is thus a
hyperbolic group and its boundary at infinity @0 is naturally identified with the visual
boundary of eM .

We will now focus on Hölder cocycles on @0.

Definition 2.8. A Hölder cocycle is a function c : 0 ⇥ @0 ! R such that

c(�0�1, x) = c(�0, �1x) + c(�1, x)

for any �0, �1 2 0 and x 2 @0, and where c(� , ·) is a Hölder map for every � 2 0 (the
same exponent is assumed for every � 2 0).

Given a Hölder cocycle c we define the periods of c as the numbers

`c(� ) := c(� , �+),

where �+ is the attractive fixed point of � in 0 � {e}. The cocycle property implies that
the period of an element � only depends on its conjugacy class [� ] 2 [0].

The main result we shall use on Hölder cocycles is the following theorem of
Ledrappier [13] which relates them to Hölder potentials on T 1 eM .

THEOREM 2.9. (Ledrappier [13, p. 105]) For each Hölder cocycle c there exists a Hölder
continuous 0-invariant function Fc : T 1 eM ! R such that for every � 2 0 one has

`c(� ) =
Z

[� ]
Fc,

where [� ] denotes the periodic orbit associated to � of the geodesic flow.

Recall that
R
[� ] Fc denotes the integral of Fc along the periodic orbit associated to � .

One can find an explicit formula for such Fc as follows (Ledrappier [13, p. 105]). Fix
some point o 2 eM and consider a C1 function f : R ! R with compact support, such that
f (0) = 1, f 0(0) = f 00(0) = 0 and f (t) > 1/2 if |t |  2 sup{d(p, 0 · o) : p 2 eM}.

We can assume that t 7! f (d(�t (p, x)b, q)) is differentiable in t for every p, q 2 eM,

where �t (p, x)b 2 eM is the base point of �t (p, x) 2 T 1 eM .

Recall that T 1 eM can be identified with eM ⇥ @ eM by considering (p, v) 7! (p, v1),
where v1 2 @ eM is the endpoint of the geodesic through p with speed v. Set A : eM ⇥
@ eM ! R to be

A(p, x) =
X

�20
f (d(p, � o))e�c(��1,x), (4)

then the function Fc : eM ⇥ @ eM ! R,

Fc(p, x) = � d
dt

����
t=0

log A(�t (p, x)b, x), (5)

is 0-invariant and satisfies
R
[� ] Fc = c(� , �+).

994 A. Sambarino
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From the explicit formula for Fc one can deduce some regularity properties. Denote
Holder↵(X) to be the set of Hölder continuous real-valued functions f : X ! R with
exponent ↵, where X is some compact metric space. For f 2 Holder↵(X) denote k f k1 :=
max | f | and

K f = sup
| f (p) � f (q)|

d(p, q)↵
;

one then defines the norm k f k↵ as k f k↵ := k f k1 + K f . The vector space (Holder↵(X),

k k↵) is a Banach space.
If c is a Hölder cocycle with exponent ↵ and � 2 0, then define kc(� , ·)k↵ as its Hölder

norm on Holder↵(@0). Fix a finite generating set A of 0. Note that a Hölder cocycle c is
uniquely determined by

{c(� , ·) : � 2 A};
hence, we can define the norm of a Hölder cocycle c with exponent ↵ as

kck = sup{kc(� , ·)k↵ : � 2 A}.
The vector space C↵ of Hölder cocycles with exponent ↵ is then a Banach space with this
norm. It is clear that the topology of C↵ does not depend on the (finite) generating set of 0.

Let I be an open interval in the real line and X a Banach space. We say that f : I ! X
is analytic if for every linear continuous functional ' 2 X⇤ the function ' � f is analytic.
A function between Banach spaces T : X ! Y is analytic if ' � T � f is analytic for
every continuous linear functional ' 2 Y ⇤ and every analytic f : I ! X. See Bhatia and
Parthasarathy [7].
COROLLARY 2.10. The function C↵ ! Holder↵(0\T 1 eM),

c 7! Fc,

given by formula (5) is analytic.

Proof. Consider a compact fundamental domain of 0 acting on eM and let W be a small
neighborhood of this compact set.

It is then clear that the function given by formula (4), c 7! log A(·, ·)|W ⇥ @ eM , is
analytic since only finitely many elements of 0 appear in the sum (note also that this set is
a generating set of 0). An explicit formula for the derivative

t 7! � d
dt

����
t=0

log A(�t (p, x)b, x)

shows analyticity of c 7! Fc|W ⇥ @ eM . Since Fc is 0-invariant and W contains a
fundamental domain we obtain that c 7! Fc is analytic. 2

Livšic’s theorem [14] implies that the set of 0-invariant Hölder functions F : T 1 eM ! R
cohomologous to zero is a closed subspace of Holder↵(0\T 1 eM), and hence one obtains
the following.

COROLLARY 2.11. The function C↵ ! Holder↵(0\T 1 eM)/{Livšic cohomology},
c 7! the cohomology class of Fc,

is analytic.
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We will assume from now on that the periods of a Hölder cocycle c are positive,
i.e. `c(� ) > 0 for every � . For such a cocycle one defines the exponential growth rate
as

hc := lim sup
s!1

log #{[� ] 2 [0] : `c(� )  s}
s

2 (0, 1]

(it is a consequence of Ledrappier’s theorem that hc is always positive).

LEMMA 2.12. [23, §2] Let c : 0 ⇥ @0 ! R be a Hölder cocycle with finite exponential
growth rate. Then the function Fc is cohomologous to a positive function.

Denote Holder↵+(0\T 1 eM) to be the subset of Holder↵(0\T 1 eM) of functions
cohomologous to a positive function.

LEMMA 2.13. The function h : Holder↵+(0\T 1 eM) ! R given as a solution to the
equation

P(�h(F)F) = 0

is analytic. Moreover, the function F 7! equilibrium state of �h(F)F is also analytic.

Proof. This is a direct consequence of the implicit function theorem for Banach spaces
(see, for example, Akerkar [2]), and of the formula

@P( f � tg)

@t

����
t=0

=
Z

g dm f ,

where m f is the equilibrium state of f . 2

Denote C↵+ to be the open cone of C↵ of Hölder cocycles with positive periods and such
that hc 2 (0, 1). We obtain the following proposition.

PROPOSITION 2.14. The exponential growth rate function h : C↵+ ! R,

c 7! hc,

is analytic.

Proof. Consider some c 2 C↵+. Since hc is finite and positive, Lemma 2.12 implies that the
function Fc belongs to Holder↵+(0\T 1 eM). One then applies Corollary 2.10 together with
Lemma 2.13. 2

3. Convex representations
This section is devoted to the study of the limit cone of convex representations. We first
work on strictly convex representations, i.e. irreducible morphisms ⇢ : 0 ! PGL(d, R)

admitting equivariant mappings to P(Rd) and P(Rd⇤
) with a transversality condition. We

then use these representations to study Zariski dense hyperconvex representations.

Strictly convex representations. Recall that 0 is the fundamental group of a compact
negatively curved manifold. Fix some finite-dimensional real vector space V .
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Definition 3.1. We shall say that an irreducible representation ⇢ : 0 ! PGL(V ) is strictly
convex if there exist two Hölder ⇢-equivariant mappings ⇠ : @0 ! P(V ) and ⌘ : @0 !
P(V ⇤) such that, for every pair of distinct points x 6= y on @0, the line ⇠(x) does not
belong to the kernel of ⌘(y).

We say that g 2 PGL(V ) is proximal if any lift of g to GL(V ) has a unique complex
eigenvalue of maximal modulus, and its generalized eigenspace is one-dimensional. This
eigenvalue is necessarily real and its modulus is equal to exp �1(g). We will denote g+ as
the g-fixed line of V consisting of eigenvectors of this eigenvalue and denote g� as the
g-invariant complement of g+ (this is V = g+ � g�). The line g+ is an attractor on P(V )

for the action of g and g� is the repelling hyperplane.

LEMMA 3.2. [23, §5] Let ⇢ : 0 ! PGL(V ) be a strictly convex representation with
⇢-equivariant maps ⇠ and ⌘. Then, for every � 2 0, the matrix ⇢� is proximal with ⇠(�+)

as its attracting fixed line and ker ⌘(��) as the repelling hyperplane.

From this lemma, one deduces that for every x 2 @0 one has ⇠(x) ⇢ ⌘(x).

Fix some strictly convex representation ⇢ : 0 ! PGL(V ). The choice of a norm k k on
V induces a Hölder cocycle �1 : 0 ⇥ @0 ! R defined as

�1(� , x) = log
k⇢(� )vk

kvk ,

where v belongs to the line ⇠(x). We note that Lemma 3.2 implies that the period �1(� , �+)

is exactly �1(⇢� ), the logarithm of the spectral radius of ⇢� .

The following proposition is key in this work; it states that the cocycle �1 has finite
exponential growth rate.

PROPOSITION 3.3. [23, §5] Let ⇢ : 0 ! PGL(V ) be strictly convex. Then the cocycle �1

has finite exponential growth rate, i.e.

lim sup
s!1

log #{[� ] 2 [0] : �1(⇢� )  s}
s

< 1.

Let v be the Cartan algebra

v = {(w1, . . . , wd) 2 Rd : w1 + · · · + wd = 0}
of PGL(d, R) and consider the Weyl chamber

v+ = {(w1, . . . , wd) 2 v : w1 � w2 � · · · � wd}.
We will show that the limit cone of a strictly convex representation does not intersect
the walls {w 2 v+ : w1 = w2} and {w 2 v+ : wd�1 = wd}. The following lemma is from
Benoist [6].
LEMMA 3.4. (Benoist [6]) Let g 2 PGL(V ) be proximal and let V�2(g) be the sum of the
characteristic spaces of g whose eigenvalue is of modulus exp �2(g). Then, for every
v /2 P(g�) with non-zero component in V�2(g) with respect to the g-invariant decomposition

V = g+ � V�2(g) � W,

one has

lim
n!1

log dP(gn(v), g+)

n
= �2(g) � �1(g).
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Proof. Consider u 2 g+ and a the eigenvalue of u. By definition one has �1(g) = log |a|.
We then consider T : g� ! P(Rd) as T w = R(w + u); T identifies the hyperplane g� to
the complement of P(g�) in P(V ). The action of g on P(V ) is read, via this identification,
as ĝ : g� ! g�,

ĝ(w) = 1
a

gw.

One then finds, with a linear algebra argument, that

1
n

log
kgnwk
|a|n ! �2(g) � �1(g)

for every w 2 g� that is not contained in the characteristic spaces of eigenvalue with
modulus < exp �2(g). 2

LEMMA 3.5. (Cf. Yue [28]) There exist two positive constants a and b such that, for every
� 2 0 and any point x 2 @0 � {��}, one has

�a|� |  lim
n!1

log do(�
n x, �+)

n
 �b|� |,

where do is a visual metric on @0.

One obtains the following corollary.

COROLLARY 3.6. Let ⇢ : 0 ! PGL(d, R) be strictly convex. Then there exists k > 0 such
that, for any � 2 0, one has

�1⇢(� ) � �2⇢(� )

�1(⇢� )
> k.

Consequently, the limit cone of ⇢(0) does not intersect the walls {w 2 v+ : w1 = w2} and
{w 2 v+ : wd�1 = wd}.
Proof. Since ⇢(� ) is proximal and its attractive line is ⇠(�+) one finds, by Lemma 3.4 and
the fact that ⇢ is irreducible, that

lim
n!1

log dP(⇢(� )n⇠(x), ⇠(�+))

n
= �2⇢(� ) � �1⇢(� )

for a point x 2 @0 � {��}. The fact that ⇠ is Hölder then implies that

�2⇢(� ) � �1⇢(� )  lim
n!1

1
n

log Cdo(�
n x, �+)

= lim
n!1 

1
n

log do(�
n x, �+).

Lemma 3.5 implies that this quantity is smaller than �b|� |. In order to finish the proof
we need to compare |� | with �1(⇢� ). To do so we apply Proposition 3.3 together with
Ledrappier’s Lemma 2.7 to the cocycle �1:

0 <
1
m

< inf[� ]
�1(⇢(� ))

|� |  sup
[� ]

�1(⇢(� ))

|� | < m

for some constant m > 1. 2

998 A. Sambarino

http://journals.cambridge.org


http://journals.cambridge.org Downloaded: 30 Jun 2014 IP address: 90.24.198.196

PROPOSITION 3.7. (Guichard and Wienhard [11, Proposition 4.10], Labourie [12,
Proposition 2.1]) The function that associates to a strictly convex representation of its
equivariant maps is continuous and the Hölder exponent of the equivariant maps can be
chosen locally constant.

Let us briefly explain why the Hölder exponent can be chosen locally constant. The
equivariant map can be thought of as the stable foliation of a locally maximal hyperbolic
set. The Hölder exponent of such a foliation is regulated by the contracting and expanding
constants for the flow (see Barreira and Pesin [3, Appendix A]). Hence one can choose a
Hölder exponent that works on a sufficiently small open set.

We are now able to prove the following proposition. Recall that �d(g) is the logarithm
of the modulus of the smallest eigenvalue of g.

PROPOSITION 3.8. The functions

⇢ 7! h1(⇢) := lim sup
s!1

log #{[� ] 2 [0] : �1(⇢� )  s}
s

and

⇢ 7! h1d(⇢) := lim sup
s!1

log #{[� ] 2 [0] : �1(⇢� ) � �d(⇢� )  s}
s

are continuous among strictly convex representations.

Proof. Since the cocycle �1 has finite exponential growth rate, Proposition 3.7 together
with Proposition 2.14 imply directly the continuity of h1(⇢).

We focus then on h1d(⇢). The dual representation ⇢⇤ : 0 ! PGL(Rd⇤
) given by

⇢⇤(� )' = ' � ⇢(��1) is also strictly convex. The cocycle associated to ⇢⇤,

�d(� , x) = log
k⇢⇤(� )'k

k'k ,

where ' 2 ⌘(x), has periods

�d(� , �+) = �1(⇢�
�1) = ��d(⇢� ).

Now consider the Hölder cocycle �1d : 0 ⇥ @0 ! R defined as

�1d(� , x) = �1(� , x) + �d(� , x).

The periods of �1d are

�1d(� , �+) = �1(⇢� ) + �1(⇢�
�1) = �1(⇢� ) � �d(⇢� ) > 0

for every � 2 0. Again by Propositions 3.7 and 2.14 it is sufficient to prove that the cocycle
�1d has finite exponential growth rate, but this is clear from the inequality

�1(g) � �d(g) � �1(g)

for every g 2 PGL(d, R) together with the fact that h1(⇢) is finite. This finishes the
proof. 2
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Convex representations on some flag space. Strictly convex representations are then used
to study Zariski dense representations 0 ! G which have equivariant maps to G/P , where
P is some parabolic subgroup of G.

Consider G a connected real semi-simple algebraic group and consider a discrete
subgroup1 of G. Let K be a maximal compact subgroup of G and ⌧ the Cartan involution
on g whose fixed point set is the Lie algebra of K . Consider p = {v 2 g : ⌧v = �v} and a a
maximal abelian subspace contained in p.

Let 6 be the set of roots of a on g. Consider a+ a closed Weyl chamber, 6+ the set
of positive roots associated to a+ and 5 the set of simple roots determined by 6+. To
each subset ✓ of 5 one associates a parabolic subgroup P✓ of G whose Lie algebra is, by
definition,

p✓ = a �
M

↵26+
g↵ �

M

↵2h5�✓i
g�↵,

where h✓i is the set of positive roots generated by ✓ and

g↵ = {w 2 g : [v, w] = ↵(v)w 8v 2 a}.
Every parabolic subgroup of G is conjugated to a unique P✓ .

Set W to be the Weyl group of 6 and denote by u0 : a ! a the longest element in W,

where u0 is the unique element in W that sends a+ to �a+. The opposition involution
i : a ! a is defined as i := �u0.

From now on fix ✓ ⇢5 to be a subset of simple roots of G and write F✓ for G/P✓ . We
also consider Pi(✓), the parabolic group associated to

i(✓) := {↵ � i : ↵ 2 ✓}.
The set Fi(✓) ⇥ F✓ possesses a unique open G-orbit, which we will denote by F (2)

✓ .

Definition 3.9. We shall say that a representation ⇢ : 0 ! G is ✓ -convex if there exist two
⇢-equivariant Hölder maps ⇠ : @0 ! F✓ and ⌘ : @0 ! Fi(✓) such that if x 6= y are distinct
points in @0, then the pair (⌘(y), ⇠(x)) belongs to F (2)

✓ .

A5-convex representation (i.e., when the set ✓ is the full set of simple roots and thus the
parabolic group P5 is minimal) is said to be hyperconvex. The set F5 is the Furstenberg
boundary F of the symmetric space of G.

Consider {!↵}↵25 to be the set of fundamental weights of 5.

PROPOSITION 3.10. (Tits [27]) For each ↵ 25 there exists a finite-dimensional proximal
irreducible representation3↵ : G ! PGL(V↵) such that the highest weight �↵ of3↵ is an
integer multiple of the fundamental weight !↵.

Fix some ✓ and consider some ↵ 2 ✓ . Consider also 3↵ : G ! PGL(V↵), a
representation given by Tits’s proposition. Since3↵ is proximal and ↵ 2 ✓, one obtains an
equivariant mapping ⇠↵ : F✓ ! P(V↵).

The highest weight of the dual representation 3⇤
↵ : G ! P(V ⇤

↵ ) is �↵ � i; one thus
obtains an equivariant mapping ⌘↵ : Fi ✓ ! P(V ⇤

↵ ). Moreover, for a pair (x, y) 2 F (2)
✓

one has
⌘↵(x)|⇠↵(y) 6= 0.
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One deduces the following remark.

Remark 3.11. If ⇢ : 0 ! G is Zariski dense and ✓ -convex then the composition 3↵ � ⇢ :
0 ! PGL(V↵) (where 3↵ is Tits’s representation for ↵ 2 ✓ ) is strictly convex.

An element g 2 G is said to be proximal on F✓ if it has an attracting fixed point on
F✓ . This point is denoted as g✓+. One finds that g also has a fixed point g✓� on Fi ✓ and for
every point x 2 F✓ , such that the pair (g✓�, x) belongs to F (2)

✓ , one has gn x ! g✓+. The
point g✓� is called the repelling point of g on Fi ✓ .

Tits’s Proposition 3.10 together with Lemma 3.2 (and the remark preceding it) imply
directly the following corollary.

COROLLARY 3.12. Let ⇢ : 0 ! G be a Zariski dense ✓ -convex representation. Then, for
every � 2 0, ⇢(� ) is proximal on F✓ , ⇠(�+) is its attracting fixed point and ⌘(��) is the
repelling point.

Remark 3.11 together with Corollary 3.6 imply the following corollary.

COROLLARY 3.13. Let ⇢ : 0 ! G be a Zariski dense ✓ -convex representation. Then
the limit cone L⇢(0) of ⇢(0) does not intersect the walls {v 2 a : ↵(v) = 0} for every
↵ 2 ✓ [ i(✓).

In particular, the limit cone of a Zariski dense hyperconvex representation is contained
in the interior of the Weyl chamber a+.

Proof. As observed before, if ↵ 2 ✓ the composition 3↵⇢ : 0 ! PGL(V↵) is strictly
convex. Applying Corollary 3.6 for the representation 3↵⇢ implies the existence of some
↵ > 0 such that

↵(�(⇢� ))

�↵(�(⇢� ))
= �1(3↵⇢� ) � �2(3↵⇢� )

�1(3↵⇢� )
> ↵. 2

Busemann cocycle. To a ✓ -convex representation ⇢ : 0 ! G one naturally associates
a (vector-valued) Hölder cocycle on the boundary of 0. In order to do so we need
Busemann’s cocycle on G introduced by Quint [19].

The set F is K -homogeneous with stabilizer M . One then defines �5 : G ⇥ F ! a to
satisfy the equation

gk = l exp(�5(g, k M))n

following Iwasawa’s decomposition of G = K exp(a)N , where N is the unipotent radical
of P.

In order to obtain a cocycle only depending on the set F✓ (and G) one considers

a✓ :=
\

↵25�✓
ker ↵,

the Lie algebra of the center of the reductive group P✓ \ P✓ , where P✓ is the opposite
parabolic group of P✓ . Consider also p✓ : a ! a✓ , the only projection invariant under the
group W✓ = {w 2 W : w(a✓ ) = a✓ }.
Remark 3.14. One easily verifies the following relation: pi(✓) = i �p✓ � i .
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Quint [19] shows the following lemma.

LEMMA 3.15. (Quint [19, Lemma 6.1]) The function p✓ � �5 factors through a function
�✓ : G ⇥ F✓ ! a✓ . The function �✓ has the cocycle relation: for every g, h 2 G and
x 2 F✓ , one has

�✓ (gh, x) = �✓ (g, hx) + �✓ (h, x).

The cocycle one naturally associates to a ✓ -convex representation is then �⇢✓ = �✓ :
0 ⇥ @0 ! a✓ , which is defined as

�✓ (� , x) = �✓ (⇢(� ), ⇠(x)).

LEMMA 3.16. Let ⇢ : 0 ! G be Zariski dense and ✓ -convex. Then the period of �✓ for
� 2 0 is

�✓ (� , �+) = p✓ (�(⇢� )) := �✓ (⇢� ).

Proof. The proof follows exactly as [23, Lemma 7.5]. 2

Consider the cone L ✓
⇢ , which is the closed cone generated by

{�✓ (⇢� ) : � 2 0},
and consider its dual cone

L ✓
⇢

⇤ := {' 2 a⇤
✓ : '|L ✓

⇢ � 0}.
Since L ✓

⇢ is contained in p✓ (a+) it does not contain any line, and the dual cone is thus
L ✓
⇢

⇤ with non-empty interior.

LEMMA 3.17. Let ⇢ : 0 ! G be a Zariski dense ✓ -convex representation and consider
some ' in the interior of the dual cone L ✓

⇢
⇤. Then the cocycle ' � �✓ : 0 ⇥ @0 ! R has

finite exponential growth rate.

Proof. The proof follows exactly as [23, Lemma 7.7]. 2

For a ✓ -convex representation ⇢ : 0 ! G consider F✓⇢ : T 1 eM ! a given by
Ledrappier’s Theorem 2.9 for the cocycle �✓ : 0 ⇥ @0 ! a✓ . The following corollary is a
direct consequence of the previous lemma and Lemma 2.12.

COROLLARY 3.18. Let ⇢ : 0 ! G be a Zariski dense ✓ -convex representation and fix
some ' in the interior of the dual cone L ✓

⇢
⇤
. Then the function '(F✓⇢ ) : T 1 eM ! R is

cohomologous to a positive function.

Continuity of L ✓
⇢ . Recall that �t : 0\T 1 eM ! 0\T 1 eM is the geodesic flow and denote

M�t as the set of �t -invariant probability measures (for all t).

LEMMA 3.19. The set ⇢Z
F✓⇢ dm : m 2 M�t

�

is compact, does not contain {0} and generates the cone L ✓
⇢ .
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Proof. Compactness is immediate since M�t is compact. Considering some ' in the
interior of the dual cone L ✓

⇢
⇤ and applying Lemma 3.17 together with Ledrappier’s

Lemma 2.7 one finds that zero does not belong to {R F✓⇢ dm : m 2 M�t }.
Lemma 3.16 implies that, for every [� ] 2 [0], one has �✓ (⇢� ) = R

[� ] F✓⇢ , and hence
L ✓
⇢ is the closed cone generated by

⇢Z

[� ]
F✓⇢ : [� ] 2 [0]

�
.

Since convex combinations of periodic orbits are dense in M�t (Anosov’s closing lemma,
cf. Shub [24]) the last statement follows. 2

Denote homZ
✓ (0, G) as the set of Zariski dense ✓ -convex representations endowed with

the topology as a subset of G A, where A is a finite generating set of 0.

Proposition 3.7 together with Corollary 2.10 give the following proposition.

PROPOSITION 3.20. The function that associates to every ⇢ 2 homZ
5(0, G) the

cohomology class of F✓⇢ : T 1 eM ! a✓ is continuous.

One directly obtains the continuity of the cone L ✓
⇢ .

COROLLARY 3.21. The function homZ
✓ (0, G) ! {compact subsets of P(a✓ )} given by

⇢ 7! P(L ✓
⇢ ) is continuous.

Proof. The statement is obvious from Lemma 3.19 and Proposition 3.20. 2

COROLLARY 3.22. Fix some Zariski dense ✓ -convex representation ⇢0 and consider some
' in the interior of the dual cone L ✓

⇢0

⇤
. Then the function

⇢ 7! h'(⇢) := lim
s!1

log #{[� ] 2 [0] : '(�✓ (⇢� ))  s}
s

is continuous in a neighborhood U of ⇢0 such that '|L ✓
⇢ � {0} > 0 for every ⇢ 2 U.

Proof. Since the equivariant maps vary continuously with the representation, the function
⇢ 7! ' � �⇢ : 0 ⇥ @0 ! R is continuous. The exponential growth rate of ' � �⇢✓ is h'(⇢)

and thus the corollary is a consequence of Proposition 2.14. 2

4. The growth indicator is strictly concave
We shall now consider the growth indicator function introduced by Quint [18]. Recall that
a : G ! a+ is the Cartan projection and fix some norm k k on a invariant under the Weyl
group.

Consider 1 to be a discrete Zariski dense subgroup of G. For an open cone C on a+
consider the exponential growth rate

hC := lim sup
s!1

log #{g 21 : a(g) 2 C and ka(g)k  s}
s

.

One then sets  1 : a+ ! R as

 1(v) := kvk inf
C open cone:v2C

hC .

Note that  1 is homogeneous and does not depend on the norm chosen.
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THEOREM 4.1. (Quint [18]) The function  1 is concave and upper semi-continuous,
positive on L1 and strictly positive on its relative interior. The set {v 2 a :  1(v) > �1}
coincides with the limit cone L1.

We need the following lemma of Quint [18].
LEMMA 4.2. (Quint [18, Lemma 3.1.3]) Let 1 be a Zariski dense subgroup of G and
consider ' 2 a⇤. If '(v) >  1(v) for every v 2 a � {0} then the Poincaré series

X

g21
e�'(a(g))

is convergent; if there exists v such that '(v) <  1(v) then it is divergent.

Fix a Zariski dense hyperconvex representation ⇢ : 0 ! G and denote  ⇢ as its growth
indicator function. If ' 2 a⇤ verifies ' �  ⇢ then

k'k � sup
 ⇢(v)

kvk = h⇢(0).

One is then interested in the set

D⇢ := {' 2 a⇤ : ' �  ⇢}.
Since  ⇢ is non-negative on the limit cone L⇢ , the set D⇢ is contained in the dual cone
L⇢

⇤. For ' 2 L⇢
⇤ define

h' = lim
s!1

log #{� 2 0 : '(a(⇢� ))  s}
s

.

Note that h' is the critical exponent of the Poincaré series
X

�20
e�s'(a(⇢� )).

Quint’s Lemma 4.2 implies the following characterization of the set D⇢ .

LEMMA 4.3. The interior of the set D⇢ is the set of ' 2 L⇢
⇤ such that h' < 1, and its

boundary coincides with the set of linear functionals such that h' = 1.

We are now interested in showing that the growth indicator function  ⇢ of ⇢(0) is
strictly concave with vertical tangent on the boundary of the limit cone L⇢ .

One (trivial) consequence of [23, Theorem C] is the following corollary.

COROLLARY 4.4. If ' 2 L⇢
⇤ then the exponential growth rate of the Hölder cocycle ' � �

coincides with the exponential growth rate of {a(⇢� ) : � 2 0}, i.e.,

lim sup
s!1

log #{[� ] 2 [0] : '(�(⇢� ))  s}
s

= lim sup
s!1

log #{� 2 0 : '(a(⇢� ))  s}
s

= h' .

This corollary allows us to link the growth indicator function with the thermodynamic
formalism on the geodesic flow on 0\T 1 eM . We will give a description of the set D⇢ by
considering the pressure function of potentials on 0\T 1 eM . Fix from now on a 0-invariant
function F⇢ : T 1 eM ! a given by Ledrappier’s Theorem 2.9 for the Busemann cocycle
� = �5 : 0 ⇥ @0 ! a.
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1 t

FIGURE 1. The function t 7! P(�t'(F⇢ )) when ' � F⇢ is cohomologous to a positive function.

PROPOSITION 4.5. Let ⇢ : 0 ! G be a Zariski dense hyperconvex representation. Then
D⇢ = {' 2 a⇤ : P(�' � F⇢)  0}. The interior of D⇢ is then the set

{' 2 a⇤ : P(�' � F⇢) < 0}.
Proof. Corollary 4.4 states that for every ' 2 L⇢

⇤ one has

h' = lim sup
s!1

log #{� 2 0 : '(a(⇢� ))  s}
s

= lim sup
s!1

log #{[� ] 2 [0] : '(�(⇢� ))  s}
s

.

Recall that Lemma 4.3 states that the interior of D⇢ is the set of linear functionals
' 2 int L⇢

⇤ with 0 < h' < 1.

Consider then a linear functional ' in the interior of D⇢, that is, '(v) >  ⇢(v) for all
v 2 a � {0}. We want to show that P(�' � F⇢) < 0.

Quint’s Theorem 4.1 states that  ⇢ is positive on the interior of the limit cone and thus
' belongs to the interior of the dual cone L⇢

⇤, that is, '|L⇢ � {0} > 0. Moreover, one has
h' < 1.

Corollary 3.18 states that ' � F⇢ is cohomologous to a strictly positive function;
Proposition 2.6 then implies that t 7! P(�t'(F⇢)) has strictly negative derivative. Thus

t 7! P(�t'(F⇢))

is strictly decreasing. Ledrappier’s Lemma 2.7 implies that P(�h''(F⇢)) = 0. One then
finds that P(�'(F⇢)) < 0 (see Figure 1).

Conversely, fix a linear functional ' 2 a⇤ such that P(�'(F⇢)) < 0 and consider again
the function t 7! P(�t'(F⇢)). Since P(0) = htop(�t ) > 0 and P(�'(F⇢)) < 0, there
exists some 0 < h < 1 with P(�h'(F⇢)) = 0.
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By the definition of pressure one has

P(�'(F⇢)) = sup
m2M�t

h(m, �t ) �
Z
'(F⇢) dm < 0,

which implies that, for every � 2 0,
Z

[� ]
'(F⇢) > 0,

that is, ' � � has positive periods. We can thus apply Ledrappier’s Lemma 2.7 and
conclude that such h is necessarily h' and thus ' belongs to the interior of D⇢ . 2

We will now deduce properties for  ⇢ from properties of the pressure function. We
need Benoist’s theorem below.

THEOREM 4.6. (Benoist [5]) Consider 1 a Zariski dense subgroup of G. Then the group
generated by {�(g) : g 21} is dense in a.

PROPOSITION 4.7. Let ⇢ : 0 ! G be a Zariski dense hyperconvex representation. Then
the set D⇢ is strictly convex and its boundary is an analytic submanifold of a⇤.

Proof. Fix F⇢ : T 1 eM ! a given by Ledrappier’s Theorem 2.9 and consider the function
P : a⇤ ! R given by P(') = P(�'(F⇢)). Proposition 2.6 implies that this function is
analytic and its derivative d P : a⇤ ! a is given by the formula

d P(') = �
Z

F⇢ dm',

where m' is the equilibrium state of �'(F⇢).
If ' 2 a⇤ is such that P(') = 0, then Proposition 4.5 implies that ' belongs to the

boundary of the set D⇢ ; in particular, ' 2 L ⇤
⇢ and h' = 1. One deduces that '(F⇢) is

cohomologous to a positive function (Corollary 3.18) and thus
Z
'(F⇢) dm' 6= 0.

Hence the vector
d P(') =

Z
F⇢ dm' 6= 0.

We conclude that 0 is a regular value of P and thus @D⇢ = P
�1{0} is an analytic

submanifold of a⇤.
The tangent space to @D⇢ at '0 2 @D⇢ is

T'0@D⇢ =
⇢
' 2 a⇤ :

Z
'(F⇢) dm'0 = 0

�
.

Then consider ' 2 T'0@D⇢ . Since the periods of F⇢ generate a dense subgroup of a

(Benoist’s Theorem 4.6) the function '(F⇢) is not cohomologous to zero. Proposition 2.6
then implies that the function

t 7! P('0 � t')

is strictly convex with one critical point at 0. Thus '0 + T'0@D⇢ does not intersect @D⇢
(except at '0) and thus D⇢ is strictly convex. 2
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The following lemma is a consequence of Hahn–Banach’s theorem; one can find a proof
in Quint [20, §4.1]. Let V be a finite-dimensional vector space and 9 : V ! R [ {�1} a
concave homogeneous upper semi-continuous function. Set

D9 = {8 2 V ⇤ :8�9} and L9 = {x 2 V :9(x) > �1}.
A linear functional 8 2 V is tangent to 9 at x if 8 2 D9 and 8(x) =9(x). The

function 9 has vertical tangent at some point x if, for every 8 2 D9 , one has 8(x) >

9(x).

LEMMA 4.8. (Duality lemma) Let V be a finite-dimensional vector space and 9 : V !
R [ {�1} a concave homogeneous upper semi-continuous function. Suppose that D9
and L9 have non-empty interior. Then
• for every x 2 L9 one has

9(x) = inf
82D9

8(x);

• the set D9 is strictly convex if and only if 9 is differentiable on the interior of L9
and with vertical tangent on the boundary;

• the boundary @D9 is differentiable if and only if the function 9 is strictly concave.
When these conditions are satisfied, the derivative induces a bijection between the set of
directions in the interior of L9 and @D9 .

Let us briefly explain the bijection between the set of directions in the interior of L9
and @D9 . If 8 2 @D9 then 8 is tangent to 9 at some point x in the interior of L9 . The
function9 is then differentiable at x and its derivative at x is8. Since9 is strictly concave
and homogeneous, the functions8 and9 coincide (only) in the direction determined by x .

This is the bijection.
We find the following corollary.

COROLLARY 4.9. The growth indicator  ⇢ of a Zariski dense hyperconvex representation
⇢ is strictly concave, analytic on the interior of the limit cone and has vertical tangent on
its boundary. If P(�'0(F⇢)) = 0 then '0 is tangent to  ⇢ in the direction given by the
vector Z

F⇢ dm'0

and the value

 ⇢

✓Z
F⇢ dm'0

◆
= h(�t , m'0)

is the metric entropy of the geodesic flow for the equilibrium state m'0 .

Proof. Proposition 4.7 together with the duality Lemma 4.8 imply that:
(i) since D⇢ is strictly convex,  ⇢ is of class C1 on the interior of the cone of L⇢ but

has vertical tangent on its boundary;
(ii) since @D⇢ is of class C1,  ⇢ is strictly concave.

The formula

d P(') = �
Z

F⇢ dm'
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together with the first point of the duality Lemma 4.8 imply that '0 2 @D⇢ is tangent to  ⇢
in the direction given by the vector

R
F⇢ dm'0 . Moreover, one has

'0

✓Z
F⇢ dm'0

◆
=  ⇢

✓Z
F⇢ dm'0

◆
.

The bijection between @D⇢ and interior directions of L⇢ is '0 7! R+ · d P('0); an
analogous reasoning to Proposition 4.7 implies that its derivative is invertible. Thus, since
@D⇢ is analytic, the derivative of  ⇢ is analytic on the interior of L⇢ and thus  ⇢ is
analytic.

Since '0(F⇢) is cohomologous to a positive function (Corollary 3.18), we can consider
�t : 0\T 1 eM ! 0\T 1 eM to be the reparametrization of the geodesic flow by '0(F⇢).
Applying Lemma 2.3 and Abramov’s formula (3) we have that the topological entropy
of �t satisfies

htop(�t ) = h(�t , m'0)

�Z
'0(F⇢) dm'0 .

Proposition 2.4 implies that the topological entropy of �t coincides with the exponential
growth rate of its periodic orbits, i.e., htop(�t ) = h'0 . This last quantity is equal to 1 since
'0 2 @D⇢ and thus

 ⇢

✓Z
F⇢dm'0

◆
=

Z
'0(F⇢) dm'0 = h(�t , m'0).

This finishes the proof. 2

5. Continuity properties
In this section we are interested in showing that certain objects one associates to a Zariski
dense hyperconvex representation vary continuously with the representation. We are
concerned with the growth indicator  ⇢ of ⇢ and the exponential growth rate hk k

⇢ .

For a Zariski dense hyperconvex representation ⇢ : 0 ! G denote by F⇢ : T 1 eM ! a

the function given by Ledrappier’s Theorem 2.9 for the cocycle �⇢ (this choice is only
valid modulo Livšic cohomology).

Consider the uniform topology on the space C(X, R) of continuous real-valued
functions on some space X. We can now show Theorem B.

THEOREM 5.1. Let ⇢0 : 0 ! G be a Zariski dense hyperconvex representation and fix
some open cone C such that its closure is contained in the interior of the limit cone L⇢0

of ⇢0. Consider a neighborhood U of ⇢0 such that C is contained in int(L⇢) for every
⇢ 2 U. Then the function U ! C(C , R) given by

⇢ 7!  ⇢ |C
is continuous.

Proof. Recall that, from the duality Lemma 4.8, the growth indicator  ⇢ is uniquely
determined by the boundary @D⇢ . Hence, it suffices to prove that for some fixed ' 2 @D⇢0

and a given neighborhood W of ' there exists a neighborhood U of ⇢0 such that, for every
⇢ 2 U , one has that @D⇢ intersects W.
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W

FIGURE 2. The set D⇢ after perturbation.

Proposition 4.5 states that @D⇢ is the set of linear functionals in L⇢
⇤ such that

P(�'(F⇢)) = 0; Lemma 2.13 together with Proposition 3.20 thus imply the result. 2

Strict concavity of  ⇢ together with the last theorem imply the following corollaries.
Fix some norm k k on a invariant under the Weyl group. The growth form 2

k k
⇢ 2 a⇤ of

⇢ for the norm k k is the unique linear form tangent to  ⇢ in the direction where  ⇢/k k
attains its maximum. This direction is called the growth direction of ⇢ for k k.
COROLLARY 5.2. The function homZ

5(0, G) ! a⇤ that associates to ⇢ the growth form
2

k k
⇢ is continuous.

Proof. Since  ⇢0 is strictly concave, the growth direction belongs to the interior of L⇢0 .

Fix a small open cone C containing this growth direction. Theorem 5.1 implies that in a
neighborhood of ⇢0 the function

⇢ 7! max
C

 ⇢

k k
is continuous. Again, since  ⇢ is strictly concave, this is the global maximum of  ⇢/k k.
This finishes the proof. 2

Recall that we have denoted hk k
⇢ as the exponential growth rate of ⇢(0) on the

symmetric space of G,

hk k
⇢ = lim

s!1
log #{� 2 0 : ka(⇢� )k  s}

s
.

COROLLARY 5.3. The function homZ
5(0, G) ! R,

⇢ 7! hk k
⇢(0),

is continuous.

Proof. Since hk k
⇢ coincides with the norm of the growth form (this is a general fact, see

Quint [18]),
k2k k

⇢ k = hk k
⇢(0).

The result then follows from the previous corollary. 2
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